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UNIT-3 

IMAGE RESTORATION 

IMAGE RESTORATION: 

Restoration improves image in some predefined sense. It is an objective process. 

Restoration attempts to reconstruct an image that has been degraded by using a priori 

knowledge of the degradation phenomenon. These techniques are oriented toward 

modeling the degradation and then applying the inverse process in order to recover the 

original image. Restoration techniques are based on mathematical or probabilistic 

models of image processing. Enhancement, on the other hand is based on human 

subjective preferences regarding what constitutes a “good” enhancement result. Image 

Restoration refers to a class of methods that aim to remove or reduce the degradations 

that have occurred while the digital image was being obtained. All natural images when 

displayed have gone through some sort of degradation: 

 During display mode

 Acquisition mode, or

 Processing mode

 Sensor noise

 Blur due to camera mis focus

 Relative object-camera motion

 Random atmospheric turbulence

 Others

Degradation Model: 

Degradation process operates on a degradation function that operates on an input 

image with an additive noise term. Input image is represented by using the notation 

f(x,y), noise term can be represented as η(x,y).These two terms when combined gives 

the result as g(x,y). If we are given g(x,y), some knowledge about the degradation 

function H or J and some knowledge about the additive noise teem η(x,y), the objective 

of restoration is to obtain an estimate f'(x,y) of the original image. We want the estimate 

to be as close as possible to the original image. The more we know about h and η , the 

closer f(x,y) will be to f'(x,y). If it is a linear position invariant process, then degraded 

image is given in the spatial domain by 

g(x,y)=f(x,y)*h(x,y)+η(x,y) 
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h(x,y) is spatial representation of degradation function and symbol * represents 

convolution. In frequency domain we may write this equation as 

G(u,v)=F(u,v)H(u,v)+N(u,v) 

The terms in the capital letters are the Fourier Transform of the corresponding terms in 

the spatial domain. 

Fig: A model of the image Degradation / Restoration process 

Noise Models: 

The principal source of noise in digital images arises during image acquisition 

and /or transmission. The performance of imaging sensors is affected by a variety of 

factors, such as environmental conditions during image acquisition and by the quality of 

the sensing elements themselves. Images are corrupted during transmission principally 

due to interference in the channels used for transmission. Since main sources of noise 

presented in digital images are resulted from atmospheric disturbance and image sensor 

circuitry, following assumptions can be made i.e. the noise model is spatial invariant 

(independent of spatial location). The noise model is uncorrelated with the object 

function. 

Gaussian Noise: 

These noise models are used frequently in practices because of its tractability in both spatial 

and frequency domain. The PDF of Gaussian random variable is  

Where z represents the gray level, μ= mean of average value of z, σ= standard deviation. 
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Rayleigh Noise: 

Unlike Gaussian distribution, the Rayleigh distribution is no symmetric. It is given by 

the formula. 

The mean and variance of this density is 

(iii)Gamma Noise:

The PDF of Erlang noise is given by 

The mean and variance of this density are given by 
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Its shape is similar to Rayleigh disruption. This equation is referred to as gamma density 

it is correct only when the denominator is the gamma function. 

(iv)Exponential Noise:

Exponential distribution has an exponential shape. The PDF of exponential noise is given as 

Where a>0. The mean and variance of this density are given by 

(v)Uniform Noise:

The PDF of uniform noise is given by 

The mean and variance of this noise is 
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(vi)Impulse (salt & pepper) Noise:

In this case, the noise is signal dependent, and is multiplied to the image. 

The PDF of bipolar (impulse) noise is given by 

If b>a, gray level b will appear as a light dot in image. Level a will appear like a dark dot. 

Restoration in the presence of Noise only- Spatial filtering: 

When the only degradation present in an image is noise, i.e. 

g(x,y)=f(x,y)+η(x,y) 

or 

G(u,v)= F(u,v)+ N(u,v) 

The noise terms are unknown so subtracting them from g(x,y) or G(u,v) is not a 

realistic approach. In the case of periodic noise it is possible to estimate N(u,v) 

from the spectrum G(u,v). 

So N(u,v) can be subtracted from G(u,v) to obtain an estimate of original image. 

Spatial filtering can be done when only additive noise is present. The following 

techniques can be used to reduce the noise effect: 
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i) Mean Filter:

ii) (a)Arithmetic Mean filter:

It is the simplest mean filter. Let Sxy represents the set of coordinates in the sub 

image of size m*n centered at point (x,y). The arithmetic mean filter computes the 

average value of the corrupted image g(x,y) in the area defined by Sxy. The value of the 

restored image f at any point (x,y) is the arithmetic mean computed using the pixels in 

the region defined by Sxy. 

This operation can be using a convolution mask in which all coefficients have 

value 1/mn A mean filter smoothes local variations in image Noise is reduced as a result 

of blurring. For every pixel in the image, the pixel value is replaced by the mean value 

of its neighboring pixels with a weight .This will resulted in a smoothing effect in the 

image. 

(b)Geometric Mean filter:

An image restored using a geometric mean filter is given by the expression 

Here, each restored pixel is given by the product of the pixel in the sub image window, 

raised to the power 1/mn. A geometric mean filters but it to loose image details in the 

process. 

(c)Harmonic Mean filter:

The harmonic mean filtering operation is given by the expression 

The harmonic mean filter works well for salt noise but fails for pepper noise. It does 

well with Gaussian noise also. 

(d)Order statistics filter:

Order statistics filters are spatial filters whose response is based on ordering the pixel 

contained in the image area encompassed by the filter. The response of the filter at any 

point is determined by the ranking result. 
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(e)Median filter:

It is the best order statistic filter; it replaces the value of a pixel by the median of gray 

levels in the Neighborhood of the pixel. 

The original of the pixel is included in the computation of the median of the filter are 

quite possible because for certain types of random noise, the provide excellent noise 

reduction capabilities with considerably less blurring then smoothing filters of similar 

size. These are effective for bipolar and unipolor impulse noise. 

(e)Max and Min filter:

Using the l00th percentile of ranked set of numbers is called the max filter and is given 

by the equation 

It is used for finding the brightest point in an image. Pepper noise in the image has very 

low values, it is reduced by max filter using the max selection process in the sublimated 

area sky. The 0th percentile filter is min filter. 

This filter is useful for flinging the darkest point in image. Also, it reduces salt noise 

of the min operation. 

(f)Midpoint filter:

The midpoint filter simply computes the midpoint between the maximum and minimum 

values in the area encompassed by 

It comeliness the order statistics and averaging .This filter works best for randomly 

distributed noise like Gaussian or uniform noise. 

Periodic Noise by Frequency domain filtering: 

These types of filters are used for this purpose- 

Band Reject Filters: 

It removes a band of frequencies about the origin of the Fourier transformer. 

 Ideal Band reject Filter: 



 Department of E.C.E 

DIGITAL IMAGE PROCESSING Page 57 

An ideal band reject filter is given by the expression 

D(u,v)- the distance from the origin of the centered frequency rectangle. 

W- the width of the band

Do- the radial center of the frequency rectangle. 

Butterworth Band reject Filter: 

Gaussian Band reject Filter: 

These filters are mostly used when the location of noise component in the frequency 

domain is known. Sinusoidal noise can be easily removed by using these kinds of 

filters because it shows two impulses that are mirror images of each other about the 

origin. Of the frequency transform. 

Band pass Filter: 

The function of a band pass filter is opposite to that of a band reject filter It allows a specific 

frequency band of the image to be passed and blocks the rest of frequencies. The transfer 

function of a band pass filter can be obtained from a corresponding band reject filter with 

transfer function Hbr(u,v) by using the equation 
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These filters cannot be applied directly on an image because it may remove too much details 

of an image but these are effective in isolating the effect of an image of selected frequency 

bands. 

Notch Filters: 

A notch filter rejects (or passes) frequencies in predefined neighborhoods about a 

center frequency. 

Due to the symmetry of the Fourier transform notch filters must appear in symmetric 

pairs about the origin. 

The transfer function of an ideal notch reject filter of radius D0 with centers a (u0 , v0) 

and by symmetry at (-u0 , v0) is 

Ideal, butterworth, Gaussian notch filters 
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Inverse Filtering: 

The simplest approach to restoration is direct inverse filtering where we complete an 

estimate  of the transform of the original image simply by dividing the transform 

of the degraded image G(u,v) by degradation function H(u,v) 

We know that 

Therefore 

From the above equation we observe that we cannot recover the undegraded image 

exactly because N(u,v) is a random function whose Fourier transform is not known. 

One approach to get around the zero or small-value problem is to limit the filter 

frequencies to values near the origin. 

We know that H(0,0) is equal to the average values of h(x,y). 

By Limiting the analysis to frequencies near the origin we reduse the probability of 

encountering zero values. 

Minimum mean Square Error (Wiener) filtering: 

The inverse filtering approach has poor performance. The wiener filtering approach 

uses the degradation function and statistical characteristics of noise into the 

restoration process. 

The objective is to find an estimate  of the uncorrupted image f such that the mean 

square error between them is minimized. 

The error measure is given by 

Where E{.} is the expected value of the argument. 

We assume that the noise and the image are uncorrelated one or the other has zero 

mean. 

The gray levels in the estimate are a linear function of the levels in the degraded 

image. 
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Where H(u,v)= degradation function 

H*(u,v)=complex conjugate of H(u,v) 

| H(u,v)|
2
=H* (u,v) H(u,v)

Sn(u,v)=|N(u,v)|
2
= power spectrum of the noise

Sf(u,v)=|F(u,v)|
2
= power spectrum of the underrated image

The power spectrum of the undegraded image is rarely known. An approach used 

frequently when these quantities are not known or cannot be estimated then the 

expression used is 

Where K is a specified constant. 

Constrained least squares filtering: 

The wiener filter has a disadvantage that we need to know the power spectra of the 

undegraded image and noise. The constrained least square filtering requires only the 

knowledge of only the mean and variance of the noise. These parameters usually can 

be calculated from a given degraded image this is the advantage with this method. 

This method produces a optimal result. This method require the optimal criteria 

which is important we express the 

in vector-matrix form 

The optimality criteria for restoration is based on a measure of smoothness, such as 

the second derivative of an image (Laplacian). 

The minimum of a criterion function C defined as  
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Subject to the constraint 

Where  is a euclidean vector norm  is estimate of the undegraded 

image.  is laplacian operator. 

The frequency domain solution to this optimization problem is given by 

Where γ is a parameter that must be adjusted so that the constraint is satisfied. 

P(u,v) is the Fourier transform of the laplacian operator 
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UNIT-4 

Color Image Processing 

Introduction 

The use of color in image processing is motivated by two principal factors. They are 

Color is a powerful descriptor that often simplifies object identification and extraction from a 

scene. Humans can discern thousands of color shades and intensities, compared to about only 

two dozen shades of gray. Color in image processing is divided into two major areas, 

Full-color processing: Images acquired with a full-color sensor, such as color TV camera or 

Color scanner. 

Pseudo-color processing: Assigning a color to a particular monochrome intensity or range of 

Intensities. 

 4.1. Color Fundamentals 

Color of an object is determined by the nature of the light reflected from it. In 1666, 

Sir Isaac Newton discovered that when a beam of sunlight passes through a glass prism, the 

emerging beam of light is not white but consists instead of a continuous spectrum of colors 

ranging from violet at one end to red at the other. As the following Fig. shows that the color 

spectrum may be divided into six broad regions: violet, blue, green, yellow, orange, and red. 

 Fig. Color spectrum seen by passing white light through a prism 

 Fig. Wavelengths comprising the visible range of the electromagnetic spectrum 
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Visible light is composed of a relatively narrow band of frequencies in the 

electromagnetic spectrum. A body that reflects light that is balanced in all visible 

wavelengths appears white to the observer. However, a body that favors reflectance in a 

limited range of the visible spectrum exhibits some shades of color. For example, green 

objects reflect light with wavelengths primarily in the 500 to 570 nm range while absorbing 

most of the energy at other wavelengths. Characterization of light is central to the science of 

color. If the light is achromatic (void of color), its only attribute is its intensity, or amount. 

Achromatic light is what viewers see on a black and white television set.  

Chromatic light spans the electromagnetic spectrum approximately from 400 to 

700nm. Three basic quantities are used to describe the quality of a chromatic light source: 

radiance, luminance, and brightness.  

Radiance: Radiance is the total amount of energy that flows from the light source, and it is 

usually measured in watts (W).  

Luminance: Luminance, measured in lumens (lm), gives a measure of the amount of energy 

an observer perceives from a light source.  

Brightness: Brightness is a subjective descriptor that is practically impossible to measure. 

Fig. Absorption of light by the red, green and blue cones in the human eye as a function 

of wavelength 

Cones are the sensors in the eye responsible for color vision. Detailed experimental 

evidence has established that the 6 to 7 million cones in the human eye can be divided into 

three principal sensing categories, corresponding roughly to red, green, and blue. 
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Approximately 65% of all cones are sensitive to red light, 33% are sensitive to green 

light, and only about 2% are sensitive to blue (but the blue cones are the most sensitive). The 

above figure shows average experimental curves detailing the absorption of light by the red, 

green, and blue cones in the eye. Due to these absorption characteristics of the human eye, 

colors are seen as variable combinations of the so- called primary colors red (R), green (G), 

and blue (B).  

The primary colors can be added to produce the secondary colors of light --magenta 

(red plus blue), cyan (green plus blue), and yellow (red plus green). Mixing the three 

primaries or a secondary with its opposite primary color, in the right intensities produces 

white light. 

Fig. Primary and Secondary Colors of light and pigments 

The characteristics generally used to distinguish one color from another are 

brightness, hue, and saturation. Brightness embodies the chromatic notion of intensity. Hue is 

an attribute associated with the dominant wavelength in a mixture of light waves. Hue 

represents dominant color as perceived by an observer. Saturation refers to the relative purity 

or the amount of white light mixed with a hue. The pure spectrum colors are fully saturated. 

Colors such as pink (red and white) and lavender (violet and white) are less saturated, with 

the degree of saturation being inversely proportional to the amount of white light-added. Hue 

and saturation taken together are called chromaticity, and. therefore, a color may be 

characterized by its brightness and chromaticity. The amounts of red, green and blue needed 

to form any particular color are called the tristimulus values and are denoted by red (X), 

green (Y) and blue (Z) needed to form a particular color. A color can be specified by its 

trichromatic coefficients and defined as 
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4.2. Color Models 

The purpose of a color model (also called color space or color system) is to facilitate 

the specification of colors in some standard, generally accepted way. In essence, a color 

model is a specification of a coordinate system and a subspace within that system where each 

color is represented by a single point.  

Most color models used are oriented either toward hardware or toward applications 

where color manipulation is goal. The most commonly used hardware-oriented models are 

RGB (Red, Green, Blue) for color monitors and video cameras, CMY (Cyan, Magenta, 

Yellow) and CMYK (CMY + Black) for color printing and HSI (Hue, Saturation, Intensity) 

which corresponds closely with the way humans describe and interpret color. 

4.2.1. The RGB Color Model: 

In the RGB model, each color appears in its primary spectral components of red, 

green, and blue. This model is based on a Cartesian coordinate system. The color subspace of 

interest is the cube shown in the following figure. In which RGB values are at three corners; 

cyan, magenta, and yellow are at three other corners; black is at the origin; and white is at the 

corner farthest from the origin. In this model, the gray scale (points of equal RGB values) 

extends from black to white along the line joining these two points. The different colors in 

this model arc points on or inside the cube, and are defined by vectors extending from the 

origin. For convenience, the assumption is that all color values have been normalized so that 

the cube shown in the figure is the unit cube. That is, all values of R, G. and B are assumed 

to be in the range [0, 1]. 
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Fig. Schematic of the RGB color cube 

Images represented in the RGB color model consist of three component images, one 

for each primary color. When fed into an RGB monitor, these three images combine on the 

phosphor screen to produce a composite color image. 

Fig. Generating the RGB image of the cross Sectional color plane 

The number of bits used to represent each pixel in RGB space is called the pixel 

depth. Consider an RGB image in which each of the red, green, and blue images is an 8-bit 

image. Under these conditions each RGB color pixel [that is, a triplet of values (R, G, B)] is 

said to have a depth of 24 bits C image planes times the number of bits per plane). The term 

full-color image is used often to denote a 24-bit RGB color image. The total number of 

colors in a 24-bit RGB image is (28)
3
 = 16,777,216.
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4.2.2. The CMY and CMYK Color models 

Cyan, magenta, and yellow are the secondary colors of light or, alternatively, the 

primary colors of pigments. For example, when a surface coated with cyan pigment is 

illuminated with white light, no red light is reflected from the surface. That is, cyan subtracts 

red light from reflected white light, which itself is composed of equal amounts of red, green, 

and blue light. Most devices that deposit colored pigments on paper, such as color printers 

and copiers, require CMY data input or perform an RGB to CMY conversion internally. This 

conversion is performed using  

Where, again, the assumption is that all color values have been normalized to the 

range [0, 1]. The above equation demonstrates that light reflected from a surface coated with 

pure cyan does not contain red (that is, C = 1 — R in the equation). Similarly, pure magenta 

does not reflect green, and pure yellow does not reflect blue. So, the RGB values can be 

obtained easily from a set of CMY values by subtracting the individual CMY values from 1.  

Equal amounts of the pigment primaries, cyan, magenta, and yellow should produce black. In 

practice, combining these colors for printing produces a muddy-looking black. So, in order to 

produce true black, a fourth color, black is added, giving rise to the CMYK color model.  

4.2.3. HSI color model 

When humans view a color object, we describe it by its hue, saturation, and 

brightness. Hue is a color attribute that describes a pure color (pure yellow, orange, or red), 

whereas saturation gives a measure of the degree to which a pure color is diluted by white 

light. Brightness is a subjective descriptor that is practically impossible to measure. It 

embodies the achromatic notion of intensity and is one of the key factors in describing color 

sensation.  

Intensity (gray level) is a most useful descriptor of monochromatic images. This 

quantity definitely is measurable and easily interpretable. The HSI (hue, saturation, intensity) 

color model, decouples the intensity component from the color-carrying information (hue and  

Saturation) in a color image. As a result, the HSI model is an ideal tool for developing image 

processing algorithms based on color descriptions that are natural and intuitive to humans. 
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In the following figure the primary colors are separated by 120° and the secondary 

colors are 60° from the primaries, which means that the angle between secondaries is also 

120°. 

Fig. The relation between RGB and HSI color model 

The hue of the point is determined by an angle from some reference point. Usually 

(but not always) an angle of 0° from the red axis designates 0 hue, and the hue increases 

counter clockwise from there. The saturation (distance from the vertical axis) is the length of 

the vector from the origin to the point. The origin is defined by the intersection of the color 

plane with the vertical intensity axis. The important components of the HSI color space are 

the vertical intensity axis, the length of the vector to a color point, and the angle this vector 

makes with the red axis. 

Fig. Hue and saturation in the HSI color model 
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4.2.4. Conversion from RGB color model to HSI color model 

Given an image in RGB color format, the H component of each RGB pixel is 

obtained using the equation, 

It is assumed that the RGB values have been normalized to the range [0, 1] and that 

angle θ is measured with respect to the red axis of the HST space. The SI values are in [0,1] 

and the H value can be divided by 360o to be in the same range.  

4.2.5. Conversion from HSI color model to RGB color model  

Given values of HSI in the interval [0,1 ], one can find the corresponding RGB values 

in the same range. The applicable equations depend on the values of H. There are three 

sectors of interest, corresponding to the 120° intervals in the separation of primaries.  

RG sector (0
o
 ≤ H <120°):  

When H is in this sector, the RGB components are given by the equations 

GB sector (120
o
 ≤ H < 240

o
):

If the given value of H is in this sector, first subtract 120° from it. 

H = H - 120
0
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Then the RGB components are 

BR sector (240
o
 ≤ H ≤ 360

o
):  

If H is in this range, subtract 240
o
 from it

H = H - 240
0
 

Then the RGB components are 

4.3. Pseudo color image processing 

Pseudo color (also called false color) image processing consists of assigning colors to 

gray values based on a specified criterion. The term pseudo or false color is used to 

differentiate the process of assigning colors to monochrome images from the processes 

associated with true color images. The process of gray level to color transformations is 

known as pseudo color image processing. The two techniques used for pseudo color image 

processing are,  

 Intensity Slicing

 Gray Level to Color Transformation

4.3.1. Intensity Slicing: 

The technique of intensity (sometimes called density) slicing and color coding is one 

of the simplest examples of pseudo color image processing. If an image is interpreted as a 3-

D function (intensity versus spatial coordinates), the method can be viewed as one of placing 

planes parallel to the coordinate plane of the image; each plane then "slices" the function in 

the area of intersection. The following figure shows an example of using a plane at f(x, y) = li 

to slice the image function into two levels. 
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Fig. Geometric interpretation of the intensity slicing technique 

If a different color is assigned to each side of the plane shown in the above figure any 

pixel whose gray level is above the plane will be coded with one color and any pixel below 

the plane will be coded with the other. Levels that lie on the plane itself may be arbitrarily 

assigned one of the two colors. The result is a two-color image whose relative appearance can 

be controlled by moving the slicing plane up and down the gray-level axis.  

In general, the technique may be summarized as follows. Let [0, L - 1 ] represent the 

gray scale, level lo represent black [f(x, y) = 0], and level lL - 1 represent white 

[f(x, y) = L - 1 ]. Suppose that P planes perpendicular to the intensity axis are defined at 

levels l1, l2,….,lp.. Then, assuming that 0 < P < L – 1, the P planes partition the gray scale into 

P + 1 intervals, V1, V2,..., Vp + 1. Gray-level to color assignments are made according to the 

relation  

f(x, y) = ck if f(x, y) є Vk

Where ck is the color associated with the k
th

 intensity interval Vk defined by the

partitioning planes at l = k - 1 and l = k. An alternative representation defines the same 

mapping according to the mapping function shown in the following figure. Any input gray 

level is assigned one of two colors, depending on whether it is above or below the value of li. 

When more levels are used, the mapping function takes on a staircase form. 

An alternative representation of the intensity-slicing technique 
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4.3.2. Gray Level to Color Transformation: 

This approach is to perform three independent transformations on the gray level of 

any input pixel. The three results are then fed separately into the red, green, and blue 

channels of a color television monitor. This method produces a composite image whose color 

content is modulated by the nature of the transformation functions. These are transformations 

on the gray-level values of an image and are not functions of position. In intensity slicing, 

piecewise linear functions of the gray levels are used to generate colors. On the other hand, 

this method can be based on smooth, nonlinear functions, which, as might be expected, gives 

the technique considerable flexibility. The output of each transformation is a composite 

image. 

Fig. Functional block diagram for pseudo color image processing 

4.4. Full color image processing 

Full-color image processing approaches fall into two major categories. In the first 

category, each component image is processed individually and then forms a composite 

processed color image from the individually processed components. In the second category, 

one works with color pixels directly. Because full-color images have at least three 

components, color pixels really are vectors. For example, in the RGB system, each color 

point can be interpreted as a vector extending from the origin to that point in the RGB 

coordinate system.  

Let c represent an arbitrary vector in RGB color space: 
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It indicates that the components of c are simply the RGB components of a color 

image at a point. If the color components are a function of coordinates (x, y) by using the 

notation 

For an image of size M × N, there are MN such vectors, c(x, y), for x = 0,1, 2,...,M- l; 

y = 0,1,2,...,N- 1. In order for per-color-component and vector-based processing to be 

equivalent, two conditions have to be satisfied: First, the process has to be applicable to both 

vectors and scalars. Second, the operation on each component of a vector must be 

independent of the other components. 

Fig. Spatial masks for (a)gray-scale and (b) RGB color images. 

The above figure shows neighborhood spatial processing of gray-scale and full-color 

images. Suppose that the process is neighborhood averaging. In Fig. (a), averaging would be 

accomplished by summing the gray levels of all the pixels in the neighborhood and dividing 

by the total number of pixels in the neighborhood. In Fig. (b), averaging would be done by 

summing all the vectors in the neighborhood and dividing each component by the total 

number of vectors in the neighborhood. But each component of the average vector is the sum 

of the pixels in the image corresponding to that component, which is the same as the result 

that would be obtained if the averaging were done on a per-color-component basis and then 

the vector was formed. 
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4.5. Color Transformations 

Color transformations deal with processing the components of a color image within 

the context of a single color model, without converting components to different color space.  

4.5.1. Formulation 

We can model color transformations using the expression 

g(x, y) = T[f(x, y)] 

Where f(x, y) is color input image, g(x, y) is the transformed color output image and 

T is the operator over a spatial neighborhood of (x, y). Each f(x, y) component is a triplet in 

the chosen color space. For a given transformation the cost of converting from one color 

space to another is also a factor to implement it. Hence, we wish to modifying intensity of an 

image in different color spaces, using the transform  

g(x, y) = k f(x, y) 

When only data at one pixel is used in the transformation, we can express the transformation 

as:  

si = Ti( r1, r2,……,rn) i= 1, 2, …, n 

Where ri = color component of f(x, y) 

si = color component of g(x, y)  

In RGB color space, 

In HSI color space, 

In CMY color space, 
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4.5.2. Color Complements 

Color complement replaces each color with its opposite color in the color circle of the 

Hue component. This operation is analogous to image negative in a gray scale image. Color 

complements are used to enhance the details in dark regions of a color image. 

Fig. Complements on the Circle 

4.5.3. Color Slicing 

Color slicing is the process of highlighting a specific range of colors in an image is 

useful for separating object from their surroundings. It is more complex than gray-level 

slicing, due to multiple dimensions for each pixel. This can be done by selecting the region 

that needs to be high spotted in a cube of width ’w’. The outside region must be mapped with 

a neutral color. Then the transformation is given by 

4.5.4. Tone and Color Corrections 

Effectiveness of these transformations judged ultimately in print. But developed, 

refined and evaluated on monitors. Need to maintain a high degree of color consistency 

between monitors used and eventual output devices. Device-independent color model, 

relating the color gamut’s of the monitors and output devices. The success of this approach is 

a function of the quality of the color profiles used to map each device to the model and the 
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model itself. The model of choice for many color management system (CMS) is the CIE 

L*a*b model. 

Like the HIS system, the L*a*b system is an excellent decoupler of intensity 

(represented by lightness L*) and color (represent by a* for red minus green and b* for green 

minus blue). The tonal range of an image, also called its key type, refer to its general 

distribution of color intensities. Most of the information in high-key images are located 

predominantly at low intensities; middle-key images lie in between. 

4.5.5. Histogram Processing 

Histogram processing transformations can be applied to color images in an automated 

way. As might be expected, it is generally unwise to histogram equalize the component of a 

color image independently. This results in erroneous color. A more logical approach is to 

spread the color intensities uniformly, leaving the colors themselves (e.g., hues) unchanged. 

The HSI color space is ideally suited to this type of approach. 

Fig. Histogram Equalization in the HSI Color Space 
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4.6. Color segmentation process  

Segmentation is a process that partitions an image into regions and partitioning an image into 

regions based on color is known as color segmentation.  

Segmentation in HSI Color Space:  

If anybody wants to segment an image based on color, and in addition, to carry out 

the process on individual planes. It is natural to think first of the HSI space because color is 

conveniently represented in the hue image. Typically, saturation is used as a masking image 

in order to isolate further regions of interest in the hue image. The intensity image is used 

less frequently for segmentation of color images because it carries no color information.  

Segmentation in RGB Vector Space:  

Although, working in HSI space is more intuitive, segmentation is one area in which 

better results generally are obtained by using RGB color vectors. The approach is 

straightforward. Suppose that the objective is to segment objects of a specified color range in 

an RGB image. Given a set of sample color point’s representative of the colors of interest, we 

obtain an estimate of the "average" color that we wish to segment. Let this average color be 

denoted by the RGB vector a. The objective of segmentation is to classify each RGB pixel in 

a given image as having a color in the specified range or not. In order to perform this 

comparison, it is necessary to have a measure of similarity. One of the simplest measures is 

the Euclidean distance. Let z denote an arbitrary point in RGB space. z is similar to a if the 

distance between them is less than a specified threshold, Do. The Euclidean distance between 

z and a is given by 

Where the subscripts R, G, and B, denote the RGB components of vectors a and z. 

The locus of points such that D(z, a) ≤ Do is a solid sphere of radius Do. Points contained 

within or on the surface of the sphere satisfy the specified color criterion; points outside the 

sphere do not. Coding these two sets of points in the image with, say, black and white, 

produces a binary segmented image.  
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A useful generalization of previous equation is a distance measure of the form 

D (z, a) = [(z-a) 
T
 C

-1
 (z-a)] 

1/2

Where C is the covariance matrix1 of the samples representative of the color to be 

segmented and the above equation represents an ellipse with color points such that D(z, a ) ≤ 

Do. 

PREVIOUS QUESTIONS 

1. Explain about RGB, CMY and CMYK color models?

2. What is Pseudocolor image processing? Explain.

3. Explain about color image smoothing and sharpening.

4. Explain about histogram processing of color images.

5. Explain the procedure of converting colors from RGB to HSI and HSI to RGB.

6. Discuss about noise in color images.

7. Explain about HSI colour model.

8. Consider the following RGB triplets. Convert each triplet to CMY and YIQ

i) (1 1 0) ii) (1 1 1) iii). ( 1 0 1 )

9. Explain in detail about how the color models are converted to each other.

10. Discuss about color quantization and explain about its various types.

11. What are color complements? How they are useful in image processing.

12. What is meant by Luminance, brightness, Radiance & trichromatic Coefficients.


